
 

 

Abstract 
As to the problem of low accuracy of the end detection 

in the commonly-used detection method of the speech end 
in recent years, this paper proposes a silence/voice 
detection method of speech signal using wavelet transform 
parameter. Using wavelet’s ability of frequency segmentation 
and energy focusing, the statistic parameters of the speech 
signals on different subbands are extracted. Then importing 
parameters validity analysis based on fuzzy entropy, we 
get the most discriminable and stable parameters of 
different subbands as the discrimination parameters. 
Simulation experiment results prove this method is stable 
and effective under different noise conditions, and get some 
improvements in precision and robustness compared with 
the method based on the traditional parameters. 
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1. Introduction 
The speech signals are the important information carrier, 

and the speech communication is the important constituting 
parts of the modern communication. According to the 
statistic results, about half or more of the time is in the 
silent condition during man’s common speech [1]. It’s 
necessary to retain the silent time slots for the stored 
medium like the CD level. But it’s a waste for the speech 
communication to retain so much silent time slots. In the 
traditional speech communication, the coding method is 
utilized to eliminate this kind of information redundancies 
by means of the correlations between these silent time slots. 
However, it’s not enough to use this method to restrain the 
silent time slots. For this problem, the detection method of 
speech end is usually used to locate the start and end of the 
speech and then eliminate the silent time slots in recent 
years [3, 4]. Nevertheless, the validity of the detection 
parameters used in this method is limited and so leads to a 

low accuracy in the end detection, its effect is even much 
worse especially when the signal-to-noise ratio is lower. 

In order to solve the above problems, the detection 
method of the silent speech slots and the speech slot based 
on wavelet transform parameters is proposed in this paper. 
First the wavelet transform is carried out for the speech 
signals, the statistical feature of the wavelet coefficient is 
calculated after obtaining the wavelet transform coefficient 
of the signals. The statistical parameters of the wavelet 
coefficient in different frequencies levels is considered to 
be the differentiating parameters of this frame of signal, and 
whether it belongs to the silent time slot or the speech slot is 
then determined. The wavelet transform possesses high 
performance of frequency segmentation and energy 
focusing, thus the signals features of the silent time slot and 
the speech slot in different frequencies bands and time slots 
are “projected” in the wavelet coefficient of different 
levels, and the parameters like these have stronger 
performance in discriminating the silent slot and the speech 
slot. Therefore, the accuracy and robustness of this method 
are increased to a large extent compared with the traditional 
parameters. 

2.  The wavelet transform theory 
The continuous wavelet transform is as follows 
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where )(tψ  is the wavelet function, a is the scale factor and 
stands for the frequency graduation after the signals are 
transformed, b is the translating factor and stands for the 
time graduation after the signals are transformed. )(tψ  is a 
locally supporting function, so the wavelet transform has 
such performance as local analysis compared with the 
Fourier transform, and it’s suitable for non-stationary 
signals. In the mean time, )(, tbaψ  has such performance as 
time-frequency analysis changing with scale factor. The 
frequency resolution of time-frequency unit increases with 
the increment in the scale factor, which denotes the 
decrement in the frequency element; the frequency 
resolution of time-frequency unit decreases with the 
decrement in the scale factor, which denotes the increment in 
the frequency element, this is the strongest superiority 
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compared with the short-time Fourier transform. If the 
above wavelet transform satisfies the condition 
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, there exists the following inverse 
transform: 
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In the engineering conditions, the existing condition is 

approximately equivalent to ∫
+∞

∞−
= 0)( dttψ , and it is easily 

satisfied. From the above formula, it can be seen that both 
the normal transform and the inverse transform can be 
implemented for the wavelet function if it satisfies the 
admitted condition. In this paper, the “normality” condition 
is added to )(tψ  so as to make the wavelet function possess 
stronger localization property in frequency domain and 
increase its functions of frequency grade and energy focus. 
So we put forward a “normality” condition for )( tψ , that is 

∫ == npdtttp ~1,0)(ψ
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the bigger n is, the better it is. 
This condition is equivalent to that )( tψ  has 

high-order zero at 0=ω  in the frequency domain, and the 
higher the order is, the better it is (The first-order zero is the 
admitted condition). It can be proved that ),( baCWT  
will decrease with at the speed of no less than 2/3+na with 
this condition. Therefore, the wavelet function has higher 
localization property in the frequency domain. In the mean 
time, this condition diminishes the contribution of the items 
of the expanded formula whose orders are less n in the 
corresponding time domain, the high-order variation of the 
signals becomes more outstanding and the “energy focus” 
function of the wavelet transform is increased. 

The continuous wavelet transform is discretized by 
means of Mallat algorithm. Mallat algorithm is proposed 
according to multi-resolution analysis, it’s essentially a 
series of subspace in L2(R) satisfying a certain conditions. 
That is, the space L2(R) is divided into a series of subspace 

},{ ZjV j ∈  by the multi-resolution analysis, and it 
satisfies the condition 1−⊂ jj VV . The 
orthocomplementation of jV  is jW , and it satisfies 

jjj VWV ⊕=−1 . On the basis of dividing the space like 
this, Mallat proves that a group of orthogonal basis in jW  
can be constructed and it satisfies the requirements of the 
wavelet function. According to the above multi-resolution 
analysis theory, the signals is projected to a series of 

subspace of jV  and jW , where jV  constitutes the 
low-pass area and jW  constitutes the band-pass area. 
According to the multi-resolution analysis theory, there 
exists )()()(1 xfDxfAxfA jjj +=− , where )( xfA j and 

)( xfD j are the projections of the signals in jV  and jW , 
respectively. The basic decomposition algorithm is 
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The reconstruction formula is  
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3. The discrimination method of the silent 
segment and the speech segment 
From the above discussion, it can be seen that wavelet 

transform is suitable for nonstationary signals analysis, and 
this is in agreement with the property of the speech signals. 
In addition, the wavelet transform has such function of 
“energy focus”. Therefore, after the wavelet transform is 
complemented for the speech signals, some features of the 
speech segment will be enhanced in different “sub-space” 
of wavelet transform, and characteristics of the speech 
segments in different “sub-space” will get more detailed 
characterization. The method used in calculating the 
statistical properties of signal transform coefficients in the 
sub-space will be more accurate in differentiating 
silence/speech segments compared with the method barely 
calculating the statistical properties of the time domain and 
frequency-domain. Accordingly, we propose a method 
detecting the silent segments and the speech segments 
based on wavelet transform. The flowchart of the algorithm 
is shown in Figure 1. 

 
Figure 1. Flowchart of the detection algorithm 

Preprocessing includes signal filtering and other 
process for regulating, and consistent with the general 
process of speech processing. After processing, the speech 
signals need to be framed, generally about 33~100 frames 
per second.  

In order to maintain a smooth transition, there is 
general overlap between frames, frame shift and frame size 
ratio generally is selected to be 0 to 0.5. Signals framing is 
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used to ensure a signal in a stationary. The length of the 
frame is very important for the traditional method of speech 
signal processing. Wavelet transform was originally 
non-stationary signal analysis tool, so the choice of frame 
size has little effect. Shubha Kadambe and G..Faye 
Boudreaux-Bartels have discussed this in detail [5]. 

The wavelet coefficient of the subspace is obtained 
when the speech signals go through wavelet transform 
frame-by-frame after framing. Considering the calculation 
cost, Mallat algorithm is utilized to complete wavelet 
decomposition of the three-tier using db3 wavelet. Thus an 
approximate coefficient ca3 and three detail coefficients 
cd3, cd2, and cd1 in the subspace are obtained. It’s 
necessary to thoroughly analyze them in order to compare 
their performances in discriminating the silent segments 
and the speech segments of 12 parameters in the wavelet 
domain. 

The main statistical parameters of the speech signals 
include amplitude, energy, quasi-periodicity, and 
zero-crossing rate, etc. The traditional method of 
discriminating silent segments and the speech segments 
depends on these statistical features. The selection of the 
statistical parameters in the wavelet subspace borrows 
ideas from the traditional analysis method in the time 
domain. The traditional statistical parameters mainly 
include mean value M, variance B, average zero passage 
rate Z, which are defined to be 
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where ),,2,1( Nixi =  is the sample data, N is the 
sample number in a frame. Considering the different 
features of the subspace coefficient after the signals are 
wavelet transformed, the statistical data which are effective 
in the time domain are not always effective in the wavelet 
subspace, and it’s same in the low-frequency and the 
high-frequency subspace. So the analysis method of 
parameters validity based on fuzzy entropy is introduced to 
thoroughly analyze the discrimination performance of the 
silent/speech segments of the 12 parameters obtained from 
the wavelet domain. The silent and speech segments can be 
regarded as two fuzzy sets for their uncertainty. The 
membership function are defined for the discrimination 
parameters on the two fuzzy sets, the membership function 
degree of every parameter in the fuzzy sets are used to 
measure the membership degree of a frame of signals in the 
set. Then the information entropy of the parameter 
membership is calculated. The bigger the entropy is, the 
higher the uncertainty of the parameter in the fuzzy sets, the 
lower the discrimination performance is, and vice verso. 
Next is the concrete method. 

First define two discourse domains P={Parameters 
belong to the speech segment} and Q={Parameters belong 
to the silent segment}, then define the membership function 
for the parameter to follow Cauchy distribution 
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where m is the mean value of t, β=2, αis the reciprocal of 
variance. 

The above formula reflects the membership grade of 
the parameters in two discourse domains, and the smaller 
the characteristic parameters in the discourse domain are, 
the higher the membership grade in the discourse domain 
is. The fuzzy entropy is defined in the above fuzzy sets 

))(1ln())(1())(ln()())(( ,,,,,, tttttSH kjkjkjkjkjkj μμμμμ −−−−==     (11) 
where j=1, 2, …,12; k=1,2. j denotes the jth of the 12 
parameters, k denotes the silent and speech segments. 
According to formula (11), the fuzzy entropy of the jth 
parameter in the kth fuzzy set can be gained. For N samples, 
their average value is used to be the entropy evaluation of 
the jth parameter in the kth fuzzy set. 
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Synthesize the entropy of the jth parameter in two 
fuzzy sets, the effective measuring of the jth parameter in 
the fuzzy set can be obtained after normalization. The 
bigger V is, the higher discrimination capacity of the jth 
parameter in the fuzzy set, and the more effective it is. 
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In accordance with the above scheme, three groups of 
signals are selected and 100 samples are obtained, and the 
Gaussian white noises are added to them. The wavelet 
statistical parameters of the signals are calculated with the 
signal-to-noise ratio 20dB, 15dB, 10dB, 5dB, 0dB, 
respectively, and then the validity is analyzed. The results 
are shown in Figure 2. 

 
Figure 2. The discrimination capability of the wavelet 

parameters in silent/speech segment 
 
12 parameters are the mean value, variance, and 

zero-crossing rate of ca3, cd3, cd2, and cd1. From Figure 2, 
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it can be seen that the validity of the 2nd, 3rd, 5th, 8th, and 11th 
parameter are obviously higher than that of other parameters. 
The discrimination capability of zero-crossing rate of ca3 is 
obviously higher than that of other parameters at higher 
signal-to-noise ratio, but it is strongly affected by noises. 
The 2nd parameter, variance of ca3, is both the most stable 
and the least affected by noises. Based on this analysis 
results, the specified discrimination parameters can be 
gained and are used for the discrimination of the 
silent/speech segments. 

Two group of training samples, which are from the 
silent segment and the speech segment respectively, are 
needed while discriminating. According to the above 
scheme, extract discrimination parameters from these two 
samples and constitute two parameter sets, the silent 
parameter set and the speech parameter set. Extract 
corresponding discrimination parameters from test speech 
frame in the same way and calculate the distance ds between 
the discrimination parameters and the silent segment set and 
the distance dv between the discrimination parameters and 
the speech segment set. It belongs to the silent segment if 
ds<dv, otherwise it belongs to the speech segment. The 
following Mahalanobis distance is used so as to normalize 
the parameters.  
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where Si is the covariance matrix of the silent and speech 
segment. 
 

4. Experiment results 
In the experiment, the random noises, produced by the 

computer, are added to the speech segment and the above 
scheme is used to discriminate the silent segment from the 
speech segment. SNR is the same as above. The sample rate 
of the speech signals is 8 kHz, 8 bit quantization. 

According to the parameter validity analysis, considering 
the computing quantity in the practical application, we tend to 
get the highest resolution at the least computing quantity. So 
the 2nd, 3rd, 5th, 8th, 11th parameter, which have the highest 
validity, are chosen to be discrimination parameter I, the 2nd, 
3rd parameter, which have the most outstanding validity, are 
chosen to be discrimination parameter II. The contrast test 
results are shown in Table 1. 
      Table 1 Discrimination results of two group of 
parameters at different SNR 

NR 20dB 15dB 10dB 5dB 0dB 
Para. I 98.63％ 98％ 95.75％ 88.57％ 88.13％ 
Para. II 96.63％ 95.75％ 97％ 89.5％ 87.38％ 

From Table 1 it can be seen that, the accuracy of 
parameter I is lower than that of parameter II when SNR is 
bigger; there is no obvious difference between them when 
SNR is smaller, and even the discrimination effect of 
parameter II is better than that of parameter I. However, the 
computing quantity of parameter II is much less than that of 

parameter I, this is because parameters II are all the 
statistical parameters (variance and cross-zero rate). 
Suppose the length of the original signals is L, the length of 
ca3 is only L/8 after Mallat decomposition of 3rd order, so 
only the variance and cross-zero rate of L/8 data are needed 
to be calculated. Nevertheless, it’s necessary to count 
parameters ca3, cd3, cd2, cd1, whose length are L/8, L/8, 
L/4, and L/2, respectively, and there is a violent increment 
in the computing quantity. Viewing from the practical 
application, we tend to use parameter II. Similarly, 
compared with the traditional method of counting 
time-domain parameters, using parameter II in wavelet 
domain for discrimination decreases the computing 
quantity, although it needs a process of wavelet transform, 
it can combine the speech denoising and coding. Even if 
wavelet transform is used independently, a fast Mallat 
algorithm will not increase the computing quantity 
evidently. 

Next is an experiment separating the silent segment 
from a piece of practical speech signals by means of the 
above algorithm. The speech signals last 5 s, the sampling 
frequency is 8 kHz, 8 bit quantization, the practical SNR is 
estimated to be 17 dB. The results are shown in Figure 3. 

 
Figure 3. Experiment results of practical speech signals 

5. Conclusion 
In order to overcome the limitations of the traditional 

parameters in detecting silent/speech segments, a detection 
method based on wavelet transform parameters is proposed 
in this paper. The validity analysis method of fuzzy entropy 
parameters is introduced to discuss the validity of the 
transform parameters, and then the highest validity 
transform parameters are extracted to be the discrimination 
parameters. Taking this parameter as the discrimination, 
lots of contrast experiments are carried out in different 
noise sources and SNRs, and the discrimination accuracy 
has been increased evidently compared with the traditional 
parameters. In the end, the analysis example of eliminating 
the silent segment from the practical speech signals, and the 
results show that the parameters are effective and reliable. 
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